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a b s t r a c t

We consider enstrophy dissipation in two-dimensional (2D) Navier–Stokes flows and focus on how
this quantity behaves in the limit of vanishing viscosity. After recalling a number of a priori estimates
providing lower and upper bounds on this quantity, we state an optimization problem aimed at probing
the sharpness of these estimates as functions of viscosity. More precisely, solutions of this problem are
the initial conditions with fixed palinstrophy and possessing the property that the resulting 2D Navier–
Stokes flows locally maximize the enstrophy dissipation over a given time window. This problem is
solved numerically with an adjoint-based gradient ascent method and solutions obtained for a broad
range of viscosities and lengths of the time window reveal the presence of multiple branches of
local maximizers, each associated with a distinct mechanism for the amplification of palinstrophy.
The dependence of the maximum enstrophy dissipation on viscosity is shown to be in quantitative
agreement with the estimate due to Ciampa et al. (2021), demonstrating the sharpness of this bound.
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1. Introduction

The physical phenomenon of ‘‘anomalous dissipation’’, also
eferred to as the ‘‘zeroth law of turbulence’’, is one of the oldest
roblems in turbulence [1]. This empirical law states that the
nergy dissipation in either forced or decaying three-dimensional
3D) turbulent flows approaches a nonzero limit as the fluid vis-
osity ν > 0 vanishes, with all other flow parameters remaining
ixed. There is a lot of evidence coming from both experiments
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167-2789/© 2022 Elsevier B.V. All rights reserved.
and numerical simulations supporting this anomalous behavior
of the energy dissipation [2,3], but we are still far from being
able to understand this problem from the mathematical point
of view. The main consequence of the dissipation anomaly is an
unbounded increase of velocity gradients which would in turn
imply finite-time singularities in solutions of the inviscid Euler
equations [4]. Similar dissipation anomalies are also known to
occur in the behavior of passive scalars [5,6].

Dissipation anomaly arises in solutions of the one-dimensional
(1D) Burgers equation [7]. As regards 2D flows, the relevant
question is about the behavior of the enstrophy dissipation in
the limit of vanishing viscosity. The assumption that enstrophy
dissipation tends to a finite (nonzero) limit as ν → 0 underlaid
Batchelor’s theory of 2D turbulence [8]. However, in [9] it was
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http://www.elsevier.com/locate/physd
http://www.elsevier.com/locate/physd
http://crossmark.crossref.org/dialog/?doi=10.1016/j.physd.2022.133517&domain=pdf
mailto:bprotas@mcmaster.ca
https://doi.org/10.1016/j.physd.2022.133517


P. Matharu, B. Protas and T. Yoneda Physica D 441 (2022) 133517

a
s
a
i

t
e
t
o
e
s
w
v
d
p
a
d
m
t
p
I
p
1

p
d

w
t
a
v
c
w∫
P
s
p

b
c
P

t

d
n

o
t
N
o
s
s
u

χ

w
E
p
i
a
t

i

rgued that this quantity in fact vanishes in the inviscid limit
uch that Navier–Stokes flows in 2D are not subject to dissipation
nomaly. This result was confirmed by rigorous analysis of the
nviscid limit of 2D Navier–Stokes flows [10].

While there is no dissipation anomaly in 2D flows, it is in-
eresting to know the worst-case (slowest) rate at which the
nstrophy dissipation vanishes in the limit ν → 0. A number of
heoretical results, in the form of both lower and upper bounds
n the dependence of the enstrophy dissipation on ν, have been
stablished and are reviewed below. The goal of the present
tudy is to address this question computationally by finding flows
ith the largest possible enstrophy dissipation as the viscosity
anishes. Such ‘‘extreme’’ flows will be found by solving suitably
efined optimization problems with constraints in the form of
artial differential equations (PDEs). This will provide insights
bout the sharpness of various rigorous bounds on the enstrophy
issipation in the inviscid limit. While methods of PDE opti-
ization have had a long history in various applied areas [11],

hey have recently been employed to study certain fundamental
roblems concerning extreme behavior in fluid mechanics [12].
n particular, problems somewhat related to the subject of the
resent study were investigated using such techniques in [13–
5].
We consider the incompressible Navier–Stokes system on a 2D

eriodic domain Ω := T2
= [0, 1]2 (‘‘:=’’ means ‘‘equal to by

efinition’’) which can be written in the vorticity form as
∂ων

∂t
+ ∇

⊥ψν · ∇ων = ν∆ων in Ω × (0, T ], (1a)

−∆ψν = ων in Ω × (0, T ], (1b)

ων(t = 0) = ϕ in Ω, (1c)

here ων and ψν are the vorticity component perpendicular to
he plane of motion and the corresponding streamfunction, both
ssumed to satisfy the periodic boundary conditions in the space
ariable x, whereas T > 0 is the length of the time window
onsidered. The symbol ϕ denotes the initial condition which
ithout loss of generality is assumed to have zero mean, i.e.,

Ω

ϕ(x) dx = 0. (2)

roblem (1) is known to be globally well-posed in the classical
ense [16]. Its solutions are characterized by the enstrophy and
alinstrophy defined, respectively, as2

E(ων(·, t)) :=
1
2

∫
Ω

|ων(x, t)|2 dx, (3)

P(ων(·, t)) :=
1
2

∫
Ω

|∇ων(x, t)|2 dx, (4)

which satisfy the relation
dE(t)
dt

= −2νP(t). (5)

We then define our main quantity of interest as

χν(ϕ) :=
2ν
T

∫ T

0
P(t) dt =

ν

T

∫ T

0

∫
Ω

|∇ων(x, t;ϕ)|2 dxdt

=
E(0) − E(T )

T
,

(6)

which represents the enstrophy dissipation per unit of time and
will be viewed here as a function of the initial data ϕ.

2 For consistency with the convention used in our earlier studies, cf. [12],
oth these quantities are defined with a factor of 1/2. Without the risk of
onfusion we will sometimes use the simplified notation E(t) = E(ων (·, t)) and
(t) = P(ω (·, t)).
ν

2

The enstrophy dissipation (6) has been the subject of numer-
ous estimates. For technical reasons we will hereafter assume that
0 < ν < 1. We refer to the following result as a ‘‘conjecture’’
since it relies on some assumptions, albeit well justified, about
the form of the spectrum of the solutions of (1).

Conjecture 1 (Tran & Dritschel [9]). The enstrophy dissipation in
solutions of system (1) is bounded above by

χν ≤ C [− ln(ν)]−
1
2 , (7)

for some constant C > 0 depending on the initial condition ϕ and
he length T of the time window.

Hereafter C = C(T ) will denote a generic positive constant
epending on the length T of the considered time window with
umerical values differing from one instant to another.
Bounds on enstrophy dissipation are closely related to an-

ther problem which has recently received considerable atten-
ion, namely, the question of the convergence as ν → 0 of
avier–Stokes flows to solutions of the inviscid Euler equations
btained by setting ν = 0 in (1a) and corresponding to the
ame initial condition ϕ. More specifically, noting (5), the fact that
olutions of the inviscid Euler system conserve the enstrophy and
sing the reverse triangle inequality, we have

ν(ϕ) =
ν

T

∫ T

0
∥∇ων(x, t;ϕ)∥2

L2(Ω) dt =
2ν
T

∫ T

0
P(t) dt

=
1
T

[E(0) − E(T )] =
1
T

[
∥ϕ∥

2
L2(Ω) − ∥ων(x, T ;ϕ)∥2

L2(Ω)

]
=

1
T

[
∥ω(x, T ;ϕ)∥2

L2(Ω) − ∥ων(x, T ;ϕ)∥2
L2(Ω)

]
≤

1
T

[
∥ω(x, T ;ϕ)∥L2(Ω) + ∥ων(x, T ;ϕ)∥L2(Ω)

]
× ∥ω(x, T ;ϕ) − ων(x, T ;ϕ)∥L2(Ω)

≤
2
T

∥ϕ∥L2(Ω) ∥ω(x, T ;ϕ) − ων(x, T ;ϕ)∥L2(Ω) , (8)

here ω(x, t) := ω0(x, t) denotes the vorticity in the inviscid
uler flow. The above relation shows that the enstrophy dissi-
ation over the time window [0, T ] can be bounded from above
n terms of the difference of the vorticity fields in the viscous
nd inviscid flows obtained with the same initial data ϕ at time
= T . Quantifying this difference in terms of viscosity as ν → 0

has been the subject of some recent studies. In [17] the authors
showed the strong convergence of ων to ω as ν → 0 when
ϕ ∈ L∞(Ω), implying the vanishing of the right-hand side (RHS)
in (8). Moreover, the following estimate was established in the
case when ϕ ∈ L∞(Ω) ∩ Bs

2,∞(Ω) for some s > 0, where Lp and
Bs
p,q are the usual Lebesgue and Besov spaces,

sup
t∈[0,T ]

∥ω(·, t) − ων(·, t)∥Lp(Ω) ≤ C(νT )
s e−2CTM

p(1+s e−CTM ) , (9)

where M := ∥ϕ∥L∞(Ω). This problem was revisited in [18] where
t was proved that

sup
t∈[0,T ]

∥ω(·, t) − ων(·, t)∥Lp(Ω)

≤ C M1− 1
p max

⎧⎨⎩φϕ,p,M (C ν
e−CT

2 ),
(
C ν

e−CT
2

) e−CT
2p

⎫⎬⎭ ,

(10)

where now C = C(T ,M) and φϕ,p,M : R+
→ R+ is a

continuous function such that φϕ,p,M (0) = 0. Additional results
were also obtained recently in [19,20]. In particular, the following
bound was produced in [20], which improves the rate of the weak
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onvergence of ων to ω as ν → 0,

sup
t∈[0,T ]

∥ω(·, t) − ων(·, t)∥Ḣ−1(Ω) ≤ C
[

ν

| ln(ν)|

] e−CT
2

. (11)

We reiterate that, in the light of relation (8), inequalities (9)–
(10) imply viscosity-dependent upper bounds on the enstrophy
dissipation (6). This is not the case for estimate (11) as it involves
a weaker norm than in (8). We will nonetheless refer to this
estimate when we discuss our results in Section 4 with the
hope that our findings may inspire further work on refining this
estimate. On the other hand, as is evident from the following
theorem, a lower bound on the maximum enstrophy dissipation
is also available.

Theorem 1 (Jeong & Yoneda [21]). Let ων be the unique solution
to (1). Then, there exists initial data ϕ such that the enstrophy
dissipation is bounded below by

χν ≥ Cν [− ln(ν)]
1
2 . (12)

Upper bounds on the energy and enstrophy dissipation in 2D
avier–Stokes flows in the presence of external forcing were
btained in [22].
In the present study we construct families of 2D Navier–Stokes

lows which at fixed values of the viscosity ν locally maximize the
nstrophy dissipation χν over the prescribed time window [0, T ].
hese flows are found using methods of numerical optimization
o solve PDE-constrained optimization problems in which the
nstrophy dissipation (6) is maximized with respect to the initial
ondition ϕ in (1) subject to certain constraints. This is a non-
convex optimization problem and we demonstrate that for every
pair ν and T it admits several branches of locally maximizing
solutions, each corresponding to a distinct dynamic mechanism
for amplification of palinstrophy (which, as is evident from (5),
drives the dissipation of enstrophy). Finally, by assessing the
dependence of the maximum enstrophy dissipation determined
in this way for fixed T on the viscosity for decreasing values of ν,
e arrive at interesting new insights about the sharpness of the
ifferent a priori estimates discussed above.
The structure of the paper is as follows: in the next section

e introduce the optimization problem formulated to maximize
he enstrophy dissipation whereas in Section 3 we outline our
radient-based approach to finding families of local maximizers
f that problem; computational results are presented in Section 4
hereas discussion and final conclusions are deferred to the last
ection.

. Optimization problem

Given a fixed viscosity ν and length T of the time window,
e aim to construct flows maximizing the enstrophy dissipation
ν which will be accomplished by finding suitable optimal initial
onditions qϕT

ν in system (1). Since the enstrophy dissipation is
iven in terms of a time integral of the palinstrophy, cf. (6), we
ill restrict our attention to initial data with bounded palinstro-
hy P0 := P(ϕ), even though system (1) admits classical solutions
or a much broader class of initial data [16]. We thus have the
ollowing optimization problem.

roblem 1. Given P0, ν, T > 0 in system (1) and the objective
functional (6), find

qϕT
ν = argmax

ϕ∈S
χν(ϕ), where

S :=

{
ϕ ∈ H1(Ω) :

∫
ϕ(x) dx = 0, P(ϕ) = P0

}
.

Ω

3

The Sobolev space H1(Ω) is endowed with the inner product

∀ p1, p2 ∈ H1(Ω) ⟨p1, p2⟩H1(Ω) =

∫
Ω

p1p2 + ℓ2 ∇p1 · ∇p2 dx,

(13)

where ℓ ∈ R+ is a parameter. We note that the inner products
in (13) corresponding to different values of ℓ are equivalent as
long as 0 < ℓ < ∞. However, as will be shown in the next
section, the choice of the parameter ℓ plays an important role in
the numerical solution of Problem 1. With the initial palinstrophy
P0 fixed, we will find families of locally maximizing solutions of
Problem 1 parameterized by T for a range of viscosities ν. Our
approach to finding such local maximizers is described next.

3. Solution approach

3.1. Gradient-based optimization

Since Problem 1 is designed to test certain subtle mathe-
matical properties of system (1), we choose to formulate the
solution approach in the continuous (‘‘optimize-then-discretize’’)
setting, where the optimality conditions, constraints and gradient
expressions are derived based on the original PDE before being
discretized for the purpose of numerical evaluation, instead of
the alternative ‘‘discretize-then-optimize’’ approach often used in
applications [11]. We first describe the discrete gradient flow fo-
cusing on computation of the gradient of the objective functional
χν(ϕ) with respect to the initial condition ϕ and then provide
some details about numerical approximations.

For given values of P0, ν and T , a local maximizer qϕT
ν of

Problem 1 can be found as qϕT
ν = limn→∞ ϕ

(n) using the following
iterative procedure representing a discretization of a gradient
flow projected on S

ϕ(n+1)
= PS

(
ϕ(n)

+ τn∇χν
(
ϕ(n)) )

,

ϕ(1)
= ϕ0,

(14)

where ϕ(n) is an approximation of the maximizer obtained at the
nth iteration, ϕ0 is the initial guess assumed to have zero mean
and τn is the length of the step in the direction of the gradient
∇χν(ϕ(n)). The palinstrophy constraint is enforced by application
of a projection operator PS : H1(Ω) → S to be defined below.
We defer discussion of the choice of the initial guess ϕ0 to the
end of this subsection.

A key step in procedure (14) is evaluation of the gradient
∇χν(ϕ) of the objective functional χν(ϕ), cf. (6), representing
its (infinite-dimensional) sensitivity to perturbations of the ini-
tial condition ϕ, and it is essential that the gradient be char-
acterized by the required regularity, namely, ∇χν(ϕ) ∈ H1(Ω).
This is, in fact, guaranteed by the Riesz representation theo-
rem [23] applicable because the Gâteaux (directional) differential
χ ′
ν(ϕ; ·) : H1(Ω) → R, defined as χ ′

ν(ϕ;ϕ′) := limϵ→0 ϵ
−1

χν(ϕ + ϵϕ′) − χν(ϕ)
]
for some perturbation ϕ′

∈ H1(Ω), is a
ounded linear functional on H1(Ω). The Gâteaux differential can
e computed directly to give

′

ν(ϕ;ϕ′) =
2ν
T

∫ T

0

∫
Ω

∇ων(x, t;ϕ) · ∇ω′

ν(x, t;ϕ, ϕ
′) dxdt

= −
2ν
T

∫ T

0

∫
Ω

∆ων(x, t;ϕ)ω′

ν(x, t;ϕ, ϕ
′) dxdt, (15)

here the last equality follows from integration by parts and the
erturbation field ω′

ν = ω′
ν(x, t;ϕ, ϕ′) is a solution of the Navier–

tokes (1) system linearized around the trajectory corresponding
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K
[
ω′
ν

ψ ′
ν

]
:=

[
∂ω′
ν

∂t + ∇
⊥ψ ′

ν · ∇ων + ∇
⊥ψν · ∇ω′

ν − ν∆ω′
ν

∆ψ ′
ν + ω′

ν

]
=

[
0
0

]
, (16a)

ω′

ν(t = 0) = ϕ′, (16b)

which is subject to the periodic boundary conditions and where
ψ ′
ν is the perturbation of the stream function ψν . The Riesz

representation theorem then allows us to write

χ ′

ν(ϕ;ϕ′) =

⟨
∇χν(ϕ), ϕ′

⟩
H1(Ω)

=

⟨
∇

L2χν(ϕ), ϕ′

⟩
L2(Ω)

, (17)

where the L2 inner product is obtained by setting ℓ = 0 in (13)
and the Riesz representers ∇χν(ϕ) and ∇

L2χν(ϕ) are the gradients
of the objective functional computed with respect to the H1 and
L2 topology, respectively. We remark that, while the H1 gradient
is used exclusively in the actual computations, cf. (14), the L2
gradient is computed first as an intermediate step.

However, we note that expression (15) for the Gâteaux dif-
ferential is not yet consistent with the Riesz form (17), because
the perturbation ϕ′ of the initial data (1c) does not appear in it
explicitly as a factor, but is instead hidden as the initial condition
in the linearized problem, cf. (16b). In order to transform (15)
to the Riesz form, we introduce the adjoint states ω∗

ν , ψ
∗
ν :

Ω × [0, T ] → R and the following duality-pairing relation(
K

[
ω′
ν

ψ ′
ν

]
,

[
ω∗
ν

ψ∗
ν

])
:=

∫ T

0

∫
Ω

K
[
ω′
ν

ψ ′
ν

]
·

[
ω∗
ν

ψ∗
ν

]
dx dt = 0. (18)

Performing integration by parts with respect to both space and
time in (18) and judiciously defining the adjoint system as (also
subject to the period boundary conditions)

K∗

[
ω∗
ν

ψ∗
ν

]
:=

[
−
∂ω∗
ν

∂t − ∇
⊥ψν · ∇ω∗

ν + ψ∗
ν − ν∆ω∗

ν

∆ψ∗
ν − ∇

⊥
· (ω∗

ν ∇ων)

]
=

[
−

2ν
T ∆ων
0

]
, (19a)

∗

ν (t = T ) = 0, (19b)

we arrive at(
K

[
ω′
ν

ψ ′
ν

]
,

[
ω∗
ν

ψ∗
ν

])
=

([
ω′
ν

ψ ′
ν

]
,K∗

[
ω∗
ν

ψ∗
ν

])
−

∫
Ω

ϕ′(x)ω∗

ν (x, 0) dx

= −
2ν
T

∫ T

0

∫
Ω

ω′

ν∆ων dxdt  
χ ′
ν (ϕ;ϕ′)

−

∫
Ω

ϕ′(x)ω∗

ν (x, 0) dx = 0,

(20)

where all boundary terms resulting from integration by parts
with respect to the space variable vanish due to periodicity and
one of the terms resulting from integration by parts with respect
to time vanishes as well due to the terminal condition (19b).
Identity (20) then implies χ ′

ν(ϕ;ϕ′) =
∫
Ω
ϕ′(x)ω∗

ν (x, 0) dx, from
which we deduce the following expression for the L2 gradient,
cf. (17),

∇
L2χν(x) = ω∗

ν (x, 0). (21)

We note that the L2 gradient does not possess the regularity
required to solve Problem 1. Identifying the Gâteaux differential
(15) with the H1 inner product, cf. (13), integrating by parts and
using (21), we obtain the required H1 gradient ∇χ as a solution
f the elliptic boundary-value problem

Id − ℓ2∆
]
∇χ = ∇

L2χ in Ω, (22)
ν ν

4

subject to the periodic boundary conditions. As shown in [24],
extraction of gradients in spaces of smoother functions such as
H1(Ω) can be interpreted as low-pass filtering of the L2 gradients
ith parameter ℓ acting as the cut-off length-scale. The value of
can significantly affect the rate of convergence of the iterative
rocedure (14).
We define the inverse Laplacian on Ω such that it returns
zero-mean function. This ensures that the solution ω∗

ν of the
djoint system (19) preserves the zero-mean property which is
hen also inherited by the L2 and H1 gradients, cf. (21)–(22).
he projection operator in (14) is then defined in terms of the
ormalization (retraction)

S(ϕ) =

√
P0

P (ϕ)
ϕ. (23)

An optimal step size τn can be determined by solving the mini-
mization problem

τn = argmax
τ>0

{
χν

(
PS

(
ϕ(n)

+ τ ∇χν(ϕ(n))
))}

, (24)

which can be interpreted as a modification of a standard line
search problem with optimization performed following an arc
(a geodesic) lying on the constraint manifold S , rather than a
straight line.

To summarize, a single iteration of the gradient algorithm
(14) requires solution of the Navier–Stokes system (1) followed
by the solution of the adjoint system (19), which is a terminal-
value problem and hence needs to be integrated backward in
time whereas its coefficients are determined by the solution
of the Navier–Stokes system obtained before. These two solves
allow one to evaluate the L2 gradient via (21) which is then
‘‘lifted’’ to the space H1 by solving (22). Finally, the approximation
of the optimal initial condition qϕT

ν is updated using (14) with
the step size τn determined in (24). As a first initial guess ϕ0
in (14) we use the initial condition constructed in [21] and then,
to ensure the maximizers qϕT

ν obtained for the same viscosity
but different lengths T of the time window lie on the same
aximizing branch, we use a continuation approach where the
aximizer qϕT

ν is employed as the initial guess ϕ0 to compute
q

T+∆T
ν for some sufficiently small ∆T . In the same spirit, when
earching for branches corresponding to different values of ν, the
aximizer qϕT

ν is employed as the initial guess ϕ0 to find qϕT
ν+∆ν

or some sufficiently small ∆ν. We refer the reader to [25] for
urther details of the continuation approach.

.2. Computational approach

Both the Navier–Stokes (1) and the corresponding adjoint sys-
em (19) are discretized in space using a standard Fourier pseudo-
pectral method. Evaluation of nonlinear products and terms
ith nonconstant coefficients is performed using the 2/3 rule

ombined with a Gaussian filter defined by ρ(k) = e−36
(

|k|

K

)36
,

here k is the wavenumber, K =
2N
3 and N is the number of

Fourier modes used in each direction [26]. Time integration is
carried out using a four-step, globally third-order accurate mixed
implicit/explicit Runge–Kutta scheme with low truncation er-
ror [27]. The results presented in the next section were obtained
using the spatial resolutions N = 512, 1024 in each direction and
the time-steps ∆t ≈ 4.4721 × 10−5, 2.2361 × 10−5, 8.9443 ×

10−6, with finer resolutions employed for problems with smaller
values of the viscosity ν. In system (22) defining the Sobolev
gradients we set ℓ = 1 and a spectral method is used to solve
this system. The line-search problem (24) is solved with Brent’s
derivative-free algorithm [28]. Due to its large computational
cost, a massively parallel implementation of the approach pre-
sented has been developed in FORTRAN 90 using the Message
Passing Interface (MPI).
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Fig. 1. Dependence of (a) the maximum enstrophy dissipation χν (qϕT
ν ) for

aximizers on the different branches, cf. Table 1, and (b) its envelope qχ T
ν on

he length T of the time window for different viscosities ν. In panel (a) the local
aximizers illustrated in Table 1 are marked with larger symbols.

. Results

In this section we present the results obtained by solving
roblem 1 with P0 = 1 fixed and both ν and T varying over a
road range of values. In addition to understanding the structure
f the flows maximizing the enstrophy dissipation and how it
hanges when the parameters are varied, our goal is also to
rovide insights which of the estimates (7)–(11) best describe
he behavior of the maximum enstrophy dissipation χν(qϕT

ν ) in the
imit of vanishing viscosity.

Problem 1 is nonconvex and as such admits multiple local
aximizers at least for some values of ν and T . The results are
rganized in terms of ‘‘branches’’ defined as families of optimal
nitial conditions qϕT

ν obtained with fixed values of ν and varying T
uch that the maximum enstrophy dissipation χν(qϕT

ν ) is a smooth
unction of the length T of the time window. For each value of ν
nd each branch, the time windows considered are then chosen to
 c

5

apture the local maximum of χν(qϕT
ν ) and its neighborhood. Infor-

ation about the local maximizers found for ν = 2.2361 × 10−6

nd T = 0.1789 on six distinct branches is collected in Table 1
here we show the corresponding palinstrophy evolutions P(t),
ptimal initial conditions qϕT

ν (x) and the vorticity fields realiz-
ng the maximum palinstrophy ων(x, argmax0<t≤T P(t)). These
ranches were determined for the given value of ν using the
ontinuation approach described in Section 3.1 where χν is re-
garded as a smooth function of T . When searching for branches
corresponding to different viscosity values, continuation with
respect to ν with T fixed was also used. The time evolution of
the vorticity fields corresponding to all six branches is visualized
in Movie 1 [29]. This movie offers insights about the different
physical mechanisms involving the stretching of thin vorticity
filaments which are responsible for the growth of palinstrophy
and hence also increased enstrophy dissipation. It is noteworthy
that all these flow evolutions feature very thin filaments which
however do not undergo the Kelvin–Helmholtz instability as they
are stabilized by the shear induced by the large vortices also
present in the flow field. This effect is well understood in the
idealized setting of inviscid flows with straight vortex sheets [30],
see also [31], and was observed in 2D turbulence [32]. Flows on
branches 3 and 4, which feature multiple palinstrophy maxima,
employ a mechanism similar to the continuous baker’s map to
amplify the palinstrophy. Moreover, we see that, interestingly,
in some cases seemingly very similar optimal initial conditions
qϕT
ν give rise to quite different flow evolutions featuring different

numbers of local palinstrophy maxima (one or two) in the consid-
ered time window [0, T ], see, e.g., the maximizers from Branches
2 and 3 in Table 1. This makes classifying local optimizers into
branches a rather difficult task and the classification presented
in Table 1 is tentative only, which will however not affect the
main findings of our study. Movies 2 [33] and 3 [34] show the
flow evolutions and representative palinstrophy histories corre-
sponding to the locally optimal initial conditions qϕT

ν obtained,
respectively, on Branch 1 with T = 0.1207 and on Branch 5 with
T = 0.2683 for five different values of the viscosity ν. In both
cases we see that even though the optimal initial conditions qϕT

ν

obtained for different values of ν are quite similar, qualitative
changes occur in the flows evolutions as the viscosity is reduced.
We attribute these changes to either possible bifurcations of the
branches (understood as functions of ν) or to the possibility that
the flow evolutions corresponding to smaller viscosity values
belong to some unclassified branch, underpinning the difficulty
mentioned above.

Next, in Fig. 1a we show the dependence of the maximum
enstrophy dissipation χν(qϕT

ν ) on the length T of the time window
or five values of viscosity spanning more than one order of
agnitude. We carefully distinguish branches of distinct local
aximizers, where by a ‘‘branch’’ we mean a family of optimal

nitial data qϕT
ν parametrized by T and such that the enstrophy dis-

ipation χν(qϕT
ν ) changes smoothly as T is varied while ν remains

ixed. We remark that for certain combinations of ν and T only
subset of the local maximizers described in Table 1 could be

ound. In Fig. 1a we observe that along each branch the maximum
nstrophy dissipation χν(qϕT

ν ) admits a well-defined maximum
ith respect to T . We add that the values of χν(qϕT

ν ) shown in
ig. 1a are for each value of ν at least an order of magnitude

larger than the enstrophy dissipation corresponding to the initial
conditions constructed in [21], which realize the behavior given
in (12).

As these are the quantities needed to make quantitative com-
parisons with estimates (7)–(11), in Fig. 1b we plot the ‘‘en-
velopes’’, defined as qχ T

ν := maxbranches χν(qϕT
ν ), of the branches

btained at fixed values of ν. ‘‘Singularities’’ evident in these
urves correspond to values of T where different branches be-
ome dominant as T varies.
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Table 1
Summary information about the local maximizers obtained by solving Problem 1 with ν = 2.2361 × 10−6 and T = 0.1789. The time evolution of the vorticity fields
s visualized in Movie 1 [29]. ‘‘N/A’’ indicates that palinstrophy attains a single maximum only during the time evolution corresponding to the given branch.
Branch 1 2 3 4 5 6

Palinstrophy

Initial
condition

Palinstrophy
peak

Palinstrophy
peak 2

N/A N/A N/A N/A
Next, we move on to identify quantitative connections be-
ween the data presented in Fig. 1b and estimates (7)–(11) de-
cribing the vanishing of the enstrophy dissipation in the inviscid
imit ν → 0. These estimates also depend on the length T of the
time window, but this dependence is in some cases less explicit
and we will therefore consider T as a fixed parameter. We thus
introduce the following ansätze

f1(ν) = C [− ln(ν)]−
1
2 , (25a)

2(ν) = C να, (25b)

f3(ν) = C
[

ν

| ln(ν)|

]α
, (25c)

4(ν) = C ν [− ln(ν)]
1
2 (25d)

otivated by the structure of the different estimates. More specif-
cally, (25a) is the expression from Conjecture 1, cf. (7), (25b) has
he general form of the upper bounds in (9)–(10), where in the
atter case we only consider the second argument of the function
ax(·) since the function φϕ,p,M appearing in the first argument is

not given explicitly enough to allow for quantitative comparisons,
(25c) is motivated by the form of estimate (11) whereas (25d) is
the bound from Theorem 1, cf. (12).

We want to find out which of the functions (25a)–(25d) best
describes the dependence of the data shown in Fig. 1b on ν for
ifferent fixed values of T . For each discrete value of T (marked
ith solid symbols in Fig. 1b) we determine the constant C =

(T ) in each of the ansatz functions (25a)–(25d) by solving the
roblem

(T ) = argmin
C∈R+

µT
i (C), i = 1, 2, 3, 4, (26)

ith the fitting error defined as

T
i (C) :=

1
5

5∑⏐⏐⏐qχ T
νj

− fi(νj; C)
⏐⏐⏐ , (27)
j=1

6

where νj ∈ {8.9443×10−6, 4.4721×10−6, 2.2361×10−6, 8.9443
×10−7, 4.4721×10−7

} are the considered values of the viscosity.
The fitting error (27) will be used to measure the accuracy with
which the different ansatz functions (25a)–(25d) represent the
data. In addition, we note that ansatz functions (25b)–(25c) also
involve a priori undefined exponents α ∈ (0, 1). To determine
this additional parameter in f2 and f3, we embed problem (26)
in a bracketing procedure which finds the exponent α̃ = α̃(T )
producing the smallest fitting error (27) for a given value of
T . This bracketing procedure is performed by first determining
µT

i (̃C(T )), by solving problem (26), for a range of discrete values
of α ∈ [0, 1] and then using bisection to iteratively improve the
approximation of α̃ = α̃(T ) which produces the smallest error
(27). We emphasize that even though the ansätze (25a)–(25d)
involve different numbers of parameters (one or two), they are
all fitted to the data in Fig. 1b in the same way (i.e., by adjusting
C = C(T )), which is done independently for different discrete
exponents α in the case of relations (25b)–(25c).

In order to assess now well the different ansatz functions
(25a)–(25d) capture the dependence of the maximum enstrophy
dissipation qχ T

ν on ν, cf. Fig. 1b, we define the ratios qχ T
ν /fi(ν),

i = 1, 2, 3, 4, and plot them as functions of ν for different T in
Figs. 2a–d using the values of C̃ = C̃(T ) and α̃ = α̃(T ) determined
as above. Thus, if qχ T

ν /fi(ν) is close to unity over the entire range
of ν, this signals that the ansatz function fi(ν) accurately captures
the dependence of qχ T

ν on ν for the given value of T . We see that
this is what indeed happens for f2(ν) and f3(ν) for most values
of T , cf. Figs. 2b, c. On the other hand, we note that relations
f1(ν) and f4(ν), respectively, overestimate and underestimate the
actual dependence of qχ T

ν on ν, cf. Figs. 2a, d. This observation is
consistent with the fact that (25a) represents estimate (7), which
is more conservative than bounds (9)–(11), and (25d) has the
form of the lower bound (12).

Hereafter we will focus on the fits given in terms of ansatz
functions (25b)–(25c). In order to decide which of these relations
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Fig. 2. Dependence of (a) qχ T
ν /f1(ν), (b) qχ T

ν /f2(ν), (c) qχ T
ν /f3(ν) and (d) qχ T

ν /f4(ν), with optimal constants C̃ = C̃(T ) and exponents α̃ = α̃(T ), on the viscosity ν for
ifferent T .
p

o

ore accurately represents the dependence of qχ T
ν on ν, in Fig. 3

e show the corresponding fitting errors (27) as functions of T .
maller fitting errors µT

i (̃C(T )) indicate a better fit between the
nsatz function f2 or f3 and the data qχ T

ν for the given value of
. We see that relation f2(ν) generally leads to smaller errors
or shorter time windows (with T≤0.147), whereas relation f3(ν)
ends to better predict the dependence of qχ T

ν on ν for longer time
indows. Finally, the optimal exponents α̃ = α̃(T ) determined for
nsatz functions (25b)–(25c) are shown in Fig. 4 where an overall
ecreasing trend with T is evident. As regards the ‘‘dip’’ occurring
or 0.0894 ⪅ T ⪅ 0.1342, we speculate that it may be the result
f some branches not being captured in Fig. 1a. We note that,
emarkably, the dependence of the exponent α̃ on T reveals an
pproximately exponential form consistent with the structure of
he upper bounds in (10)–(11), more specifically, the exponential
ependence of the exponents of ν in these bounds on T . More-
ver, the limit limT→0 α̃(T ) is also quantitatively consistent with
redictions of estimate (11).

. Summary and conclusions

In this study we provide a quantitative characterization of the
ehavior of the enstrophy dissipation in 2D Navier–Stokes flows
n the limit of vanishing viscosity. Unlike the case of Burgers flows
n 1D and Navier–Stokes flows in 3D where the energy dissipation
nomaly is well documented, 2D Navier–Stokes flows are known
ot to exhibit anomalous behavior of enstrophy dissipation. As
iscussed in Introduction, the vanishing of enstrophy dissipation
n the inviscid limit is subject to various estimates, some ad-
oc and some rigorous, providing lower and upper bounds on

his quantity as viscosity vanishes. In our investigation we have

7

Fig. 3. Dependence of the fitting errors µT
i (̃C(T )), i = 2, 3, cf. (27), corresponding

to the ansatz functions (red circles) f2(ν) and (blue dots) f3(ν) to qχ T
ν for different

T .

probed the sharpness of these estimates by constructing families
of Navier–Stokes flows designed to locally maximize the enstro-
phy dissipation subject to certain constraints. This was done by
solving Problem 1 where locally optimal initial data qϕT

ν with fixed
alinstrophy P0 was found such that the corresponding flow with

the given viscosity ν maximizes the enstrophy dissipation χν
ver the time window [0, T ]. Problem 1 was solved numerically

using a state-of-the-art adjoint-based gradient ascent method
described in Section 3. This optimization problem is nonconvex
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Fig. 4. Dependence of the optimal exponents α̃ = α̃(T ) in the ansatz functions
red circles) f2(ν) and (blue dots) f3(ν) on the length T of the time window. The
dashed lines represent exponential fits, in the forms indicated, to the values of
α = α̃(T ) for the ansatz function (red) f2(ν) and (blue) f3(ν).

and we have found six distinct branches of local maximizers, each
associated with a different mechanism for palinstrophy amplifica-
tion, cf. Table 1. As is evident from Movie 1 [29], while in all cases
palinstrophy amplification involves stretching of thin vorticity
filaments, there are multiple ways to design flows maximizing
this process on a periodic domain Ω and which of these different
mechanisms produces the largest enstrophy dissipation depends
on the value of viscosity ν and the length T of the time window,
cf. Fig. 1a.

Branches of local maximizers found by solving Problem 1 for
different values of ν and T reveal how the extreme behavior of the
nstrophy dissipation they realize compares with the available
stimates on this process discussed in Introduction. We conclude
hat the dependence of the maximum enstrophy dissipation qχ T

ν

n the extreme flows we found on ν with fixed T is quantitatively
onsistent with the upper bound in estimate (10), cf. Fig. 2b,
hich is the sharpest estimate available to date. Remarkably, the
xponential dependence of the exponent in this upper bound
n T is also quantitatively consistent with our results, cf. Fig. 4
we attribute the deviation from the exponential decrease evident
round T ≈ 0.1342 in this figure to the likely possibility that,
espite our efforts, not all branches of maximizing solutions have
een found).
As regards estimate (10), we note that it depends on the

uantity ∥qϕT
ν ∥L∞(Ω) (via the constant M). Since our optimal initial

onditions are sought in the space H1(Ω), we do not have an a
priori control over this quantity, however, in our computations
we did not find any evidence for ∥qϕT

ν ∥L∞(Ω) to attain large values.
Thus, these caveats notwithstanding, we conclude that estimate
(10) is sharp and does not offer any room for improvement,
other than perhaps a logarithmic correction analogous to the one
appearing in (11). Relation (11) was found to describe the depen-
dence of the maximum enstrophy dissipation qχ T

ν on viscosity in
he limit ν → 0 with similar accuracy to estimate (10). However,
e reiterate that, as discussed in Introduction, (11) does not
epresent a rigorous upper bound on the enstrophy dissipation.
mproving this estimate, so that the Ḣ−1(Ω) norm on the left-
hand side in (11) is strengthened to L2(Ω), appears to be an open
question in mathematical analysis.

Among other open problems, it would be interesting to bet-
ter understand the bifurcation structure of the different optimal
solution branches shown in Fig. 1a. Another open question is
what new insights about the problem considered here could
be deduced based on the kinetic theory, i.e., by considering an
8

optimization problem analogous to Problem 1 in the context of
the Boltzmann equation or some of its variants. Some efforts in
this direction are already underway. Finally, there is the question
about what can be said about the energy dissipation anomaly
in 3D Navier–Stokes flows using the approach developed in the
present study.
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